
“Accessibility Came by Accident”: Use of Voice-Controlled 
Intelligent Personal Assistants by People with Disabilities 

Alisha Pradhan1, Kanika Mehta1, Leah Findlater2  
1College of Information Studies 

University of Maryland, College Park 

alisha93@terpmail.umd.edu, mkanika@umd.edu  

2Human Centered Design and Engineering 

University of Washington 

leahkf@uw.edu 
 

ABSTRACT 

From an accessibility perspective, voice-controlled, home-

based intelligent personal assistants (IPAs) have the 

potential to greatly expand speech interaction beyond 

dictation and screen reader output. To examine the 

accessibility of off-the-shelf IPAs (e.g., Amazon Echo) and 

to understand how users with disabilities are making use of 

these devices, we conducted two exploratory studies. The 

first, broader study is a content analysis of 346 Amazon 

Echo reviews that include users with disabilities, while the 

second study more specifically focuses on users with visual 

impairments, through interviews with 16 current users of 

home-based IPAs. Findings show that, although some 

accessibility challenges exist, users with a range of 

disabilities are using the Amazon Echo, including for 

unexpected cases such as speech therapy and support for 

caregivers. Richer voice-based applications and solutions to 

support discoverability would be particularly useful to users 

with visual impairments. These findings should inform 

future work on accessible voice-based IPAs. 
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INTRODUCTION 

Voice-controlled intelligent personal assistants (IPAs), such 

as Amazon Echo and Google Home, have introduced a new 

interaction paradigm into the mainstream. These devices 

provide a conversational interface in the home to allow 

users to ask for and save information (e.g., check weather, 

add to a shopping list), control smart home appliances, and 

perform a range of online actions (e.g., shopping, banking).  

From an accessible technology perspective, voice-

controlled IPAs offer the potential to apply speech input 

and output beyond the traditional confines of text dictation 

and screen reader software. A person with limited mobility, 

for example, can control their home’s lighting or door locks 

by voice, while a blind user can ask for the time or weather. 

Due to their relatively recent introduction, however, 

researchers have only begun to understand how these 

devices are being used by the general population (e.g., 

[16,32]), much less by users with disabilities. As such, our 

focus is to address exploratory questions such as: To what 

extent are off-the-shelf IPAs, which were not necessarily 

designed with accessibility in mind, accessible? How are 

people with disabilities making use of them? What design 

opportunities do these devices offer to further support 

everyday activities for users with disabilities? 

To answer these questions, we conducted two studies. The 

first study broadly examined use of IPAs by people with 

disabilities, by collecting and analyzing online customer 

reviews of the Amazon Echo, a popular IPA, and its 

offshoots, the Echo Dot and Tap. We identified 346 reviews 

that described use of the device by a person with a 

cognitive, sensory, or physical disability, written either 

from a first- or third-person perspective. We conducted a 

content analysis of the reviews, qualitatively coding them 

along dimensions such as overall tone (positive/negative), 

uses of the device, and accessibility challenges. To 

complement these findings, we then conducted a second 

study to offer a more in-depth understanding of one specific 

subset of users: those with visual impairments. Here, we 

interviewed 16 participants with visual impairments who 

owned an Amazon Echo or Google Home device. The 

interview covered similar themes to the analysis of reviews.  

Findings from both studies show that the new paradigm 

offered by voice-controlled IPAs offers tremendous 

potential for inclusive, accessible interaction. Although 

some accessibility challenges arose, Study 1 shows that 

users with a broad range of disabilities, even some with 

hearing loss and speech impairments, are making use of 

IPAs. Reviews were overwhelmingly positive, mentioning 

impacts such as ease of use compared to existing 

technology and the ability to more independently complete 

everyday tasks. At the same time, the currently limited 

functionality of the device and unexpected use cases of 

speech therapy, learning support, and memory support point 

to potentially fruitful avenues of future work. Study 2 

findings confirm many of the conclusions from Study 1, 

albeit specifically with blind and visually impaired users. 
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As well, while smart home appliance adoption was 

relatively low at the time of study, participants viewed 

smart home technologies favorably due to the potential to 

address accessibility issues in the physical world. 

The primary contributions of this paper are: (1) a 

characterization of how voice-based intelligent personal 

assistants are being used by people with disabilities; (2) 

identification of accessibility benefits and barriers; (3) and 

recommendations for design as well as future work on 

conversational voice interfaces for users with disabilities. 

RELATED WORK 

We cover work on voice-based accessible technologies and, 

because a key marketing component of IPAs is smart home 

control, smart home environments for independent living. 

Speech Interaction as an Accessible Technology 

Speech input and output is commonly used to support 

accessibility. Traditionally, the two most widely adopted 

forms of accessible speech interaction have been screen 

readers, which provide audio output for users with visual 

impairments (e.g., Apple’s Voiceover [44] or JAWS [45]), 

and speech dictation software, which provides a text entry 

alternative to the keyboard (e.g., Dragon [46]). Speech 

input has been helpful for a range of applications for users 

with motor impairments, including text input on desktops 

[26,38] and smartphones [28], controlling wheelchairs 

[29,34], and “free-hand” drawing [20]. For users with 

visual impairments, speech input on mobile devices is more 

common than it is for sighted users [4,42], due to efficiency 

for text entry [4] and browsing [3]. 

Speech interaction has also been studied for users with 

other types of disabilities. For example, computerized 

speech interaction can be useful for speech practice [18] 

and therapy [30] for people with speech impairments. 

Derboven et al. [14] conducted an exploratory study on 

how people with speech and physical impairments form 

commands for a speech interface, finding that commands 

were short, directive statements and were often ambiguous. 

Speech interaction has also been explored for people with 

cognitive impairments, for example, to derive design 

guidelines for spoken dialogue assistants for users with 

dementia [40], and to provide audio prompts that support 

routine daily living tasks [11]. In contrast to the above 

work, our focus is on voice-only conversational interaction 

with an off-the-shelf, general purpose IPA. 

Voice-based Intelligent Personal Assistants  

Challenges with smartphone-based conversational assistants 

(e.g., Siri, Google Now) may also apply to home-based 

IPAs such as Amazon Echo and Google Home. User 

expectations for smartphone-based assistants tend to exceed 

the agents’ abilities, with actual use being for simple tasks 

such as checking the weather or setting reminders [24]; 

privacy is also a concern [17]. At the same time, home-

based assistants such as Amazon Echo and Google Home 

offer different affordances and accessibility opportunities. 

Interaction is remote (e.g., across the room), which lowers 

the barrier to use in comparison to having to hold/use a 

device, and home-based assistants can connect to smart 

home appliances, becoming integrated into the home 

environment. Home-based assistants are relatively new, and 

the research literature on their use is accordingly sparse. 

Purington et al. [32] studied device personification in 

Amazon Echo reviews, concluding that users who 

personified the device were more likely to be satisfied with 

it. Druga et al. [16] studied how children perceive 

intelligent personal assistants (e.g., trust, intelligence level), 

including Amazon Echo and Google Home, although the 

focus was not on the children’s actual or desired use of the 

devices. Finally, researchers have begun examining issues 

of privacy and security with always-on smart home devices, 

such as concerns arising in multi-user homes [43]. This 

body of research is in the early stages and, to our 

knowledge, no one has examined use of home-based IPAs 

by users with disabilities—our focus. 

Smart Home Technology and Users with Disabilities 

Smart home technologies have long been touted as useful 

for users with disabilities (e.g., [15]), although until 

recently many solutions have remained as research 

prototypes or have been too costly for mainstream adoption. 

More smart home studies have focused on older adults than 

users with disabilities, showing, for example, that the most 

desired features are emergency help, health monitoring, and 

environmental control (e.g., lights, temperature) [13,27]. 

Smart home technologies also introduce challenges such as 

privacy and security [43], cost [8,13], and a worry about 

becoming dependent on the technology [31]. To do with 

privacy, specifically, people with disabilities may be more 

accepting of sharing and recording smart home information 

than people without disabilities [6]. Moreover, work with 

older adults has shown that the location in which the smart 

home sensors are placed may mitigate this concern [27].  

Most relevant to our studies is work on voice-based control 

of smart homes. Vacher et al. [37] found that older adults 

and people with visual impairments were both positive 

about controlling a smart home using voice. Other studies 

have shown that users with multiple sclerosis [35] and older 

adults [10], many of whom had motor impairments, desired 

voice-based control over the home (e.g., doors, windows), 

while the latter group also strongly desired communication 

via phone. Despite these positives, there may be downsides 

of smart home voice control, such as accessibility issues 

around speech input (e.g., adults with non-continuous 

speech due to Alzheimer's disease) [33], and a reduction in 

perceived control compared to manual input [25]. 

Compared to this past work our study is timely: because 

smart home technology has entered the mainstream, we can 

analyze real-world impacts with a broad range of users. 

STUDY 1: ANALYZING AMAZON REVIEWS 

To understand the experience of users with disabilities in 

using voice-controlled intelligent personal assistants, we 



conducted an exploratory study of online customer reviews 

of Amazon Echo, Echo Dot, and Tap that mention use by 

an individual with a disability. Our coding scheme focused 

on overall experience with the devices, accessibility issues 

encountered, and suggested improvements. For this first 

study, we defined disability broadly, including motor, 

sensory, and cognitive impairments, while in the interview 

study described later, we focused on the largest user group 

from the reviews—users with visual impairments. 

Method 

Our approach is inspired by analyses of online content to 

derive implications for accessible design [2,9], and a study 

on personification in Amazon Echo reviews [32].  

Dataset 

We first collected 28,921 Amazon Echo, 27,286 Echo Dot, 

and 5,370 Tap reviews in June, 2017 from Amazon.com. 

All reviews were verified reviews, meaning that Amazon 

confirmed that the customer had purchased the device 

before reviewing. To identify reviews related to disability, 

we created a list of keywords related to cognitive, sensory, 

or physical abilities (following [2,9]). As shown in Table 1, 

the list included 95 keywords identified a priori and 13 

emergent keywords identified by reading ~500 reviews. 

Of the full review set, 792 included at least one keyword, 

but not always in the context of disability. We thus defined 

a relevant review as one that contained a first- or third-

person mention of a user with a disability. Two research 

team members independently evaluated the relevancy of 50 

randomly selected reviews, agreeing in 49/50 cases 

(Cohen’s kappa = 0.96). One team member then assessed 

all remaining reviews. The final dataset included 478 

relevant reviews, although as mentioned below, we further 

eliminated reviews that only hypothetically mentioned a 

user with a disability, leaving 346 reviews in total.  

Review Analysis 

The reviews were coded along the 26 dimensions shown in 

Table 2, which include both inductive and deductive codes. 

Deductive codes were informed by related work (e.g., on 

smart homes, privacy) and our own experience with IPAs, 

while inductive codes were added upon reviewing the data. 

Two research team members built an initial codebook, with 

one person reading approximately one-third of the reviews 

in depth, and the second person participating in discussions, 

reading a smaller subset of the reviews, and helping to add, 

merge, and delete codes.  

To ensure coding reliability, we used a multi-phase process 

[21]. First, one researcher involved in the initial codebook 

creation and one new team member independently coded 20 

randomly selected reviews, discussed disagreements, and 

refined problematic codes. Second, the same two 

researchers independently coded 40 new randomly selected 

reviews. Cohen’s kappa calculated on the primary codes 

(all numbered codes in Table 2) after this second round was 

on average 0.96 (SD=0.07, Range=0.79-1.00). Four codes 

that had been present in the first round were by chance not 

applicable in the second round, and were excluded from 

these calculations (Indispensable, Privacy, Home 

automation, and Awkwardness/discomfort with device 

interaction). We also removed one primary code 

(Technology comfort) due to sparsity, and added Use in 

nursing home/rehab center/hospital. Finally, one researcher 

coded all reviews using the refined codebook. The excerpts 

Disability-Related Search Terms Specified in Advance 

AAC, accessibility, accessible, ALS, Alzheimer, Alzheimer’s, amnesia, amnestic, 
amputation, amputee, amyotrophic lateral sclerosis, aphasia, apraxia, arthritis, 
assistive technology, ataxia, augmentative communication, autism, autistic, blind, 
blindness, caregiver, cochlear implant, congenital amputation, congenital 
amputee, deaf, dementia, diabetic retinopathy, disabilities, disability, disabled,  
Down syndrome, dysarthria, dyslexic, dystonia, epilepsy, essential tremor, 
fibromyalgia, Friedreich ataxia, Friedreich's ataxia, glaucoma, handicap, 
handicapped, hard of hearing, hearing aid, hearing device, hearing loss, 
hemiplegia, hemiplegic, impaired, impairment, impairments, lateral sclerosis, lisp,  
Lou Gehrig's, macular degeneration, mobility, multiple sclerosis, muscular 
dystrophy, muscular rheumatism, myopathy, neurological disorder, neurological 
vision impairment, neuromuscular disorders, nursing home, paralysis, paralyzed, 
paraplegia, paraplegic, Parkinson, Parkinson’s disease, Parkinsonism, 
quadriplegia, quadriplegic, sclerosis, seizure disorder, short term memory, 
sigmatism, SMA, speaking disorder,  special needs, speech impediment, speech 
therapy, spinal bifida, spinal cord injury, spinal muscular atrophy, stroke, stutter, 
TBI, traumatic brain injury, tremor, tremors, vision, walker, wheelchair. 

Emergent Keywords 

Bedridden, disease, injuries, injury, limited vision, no vision, non-verbal, 
nonverbal, poor vision, rehab, rehabilitation, surgeries, surgery. 

Table 1. Disability-related search terms used for extracting 

reviews, including terms defined a priori and emergent 

keywords identified through reading a subset of reviews. 

1. Perspective: first person, third person, third person (hypothetical) 

User details 
2. Disability: motor, vision, speech, cognitive, hearing, other, unspecified 
3. Length of disability: short-term, long-term, unspecified. 
4. Age: older adult, child, younger adult or unspecified 
5. Household size: lives alone, other in house, unknown 
6. Use in nursing home/rehab center/hospital: yes, no/unknown 
7. Obtaining the device: was given it, bought it or unknown 

Overall opinion 
8. Overall tone of the review: positive, negative or neutral 

Social aspects 
9. Device as companion 
10. Independence 
11. Indispensable 
12. Helpful for caregiver/family member to support caregiving  
13. Enables digital tech access 
14. Safety 
15. Awkwardness or discomfort with device interaction 
16. Privacy  
17. Security  
18. Other  

19. Limitation (Functional Limitation, Criticism, or Suggestion)  

User interface / interaction  
20. User interface positives 
21. User interface negatives 

Speech recognition 
22. Speech recognition positives 
23. Speech recognition negatives 

24. Device setup 

Device usage 
25. Specific activities performed 
26. Home automation: yes, no 

Table 2. Primary codes used for the reviews in Study 1.  



marked with each code were then qualitatively analyzed to 

obtain richer descriptions to complement the coded data. 

We also computed basic statistics on review length, rating 

(on a 5-point scale), and age (based on date of posting). 

Findings 

We report on review and user characteristics, overall 

experience, device usage, accessibility issues, and emergent 

themes such as independence and safety. To focus on 

reviews based on experience with the device, we exclude 

from this analysis 132 reviews that only mentioned 

disability or accessibility in a hypothetical sense (under the 

coding dimension Perspective); for example, from R14: 

“Alexa could be immensely valuable in helping a person 

with limited mobility and/or physical disability.” Our 

analysis thus includes 346 of the 478 reviews. We refer 

throughout to reviews by ID numbers R1-R478.  

Review Characteristics 

The reviews were on average 775 characters long (SD=810) 

and had a rating of 4.5 out of 5 (SD=1.0). As of June 15, 

2017, the reviews were 312.2 days old (SD=205.7, 

Range=0-727). About a third (N=114; 32.9%) were written 

from the first-person perspective of someone with a 

disability, whereas 232 (67.1%) were written from a third-

person perspective. These latter reviews were mainly 

written by people who had close ties with the user with a 

disability, such as a son or daughter (in-law) (36.6% of the 

232 third-person reviews), spouse (26.7%), parent (16.8%), 

other family member (11.6%), or friend (4.3%); the 

remaining 4.3% of reviews did not mention what 

relationship the author had to the user. One review included 

purchases for two separate users with disabilities, so 

percentages sum more than 100%. Ratings from both first-

person and third-person reviews were positive on average, 

at 4.6 (SD=0.9) and 4.3 (SD=1.2), respectively.  

User Characteristics 

Our dataset included users with a diverse set of disabilities: 

visual impairment (37.9% of reviews), motor or mobility 

impairment (30.6%), speech impairment (13.6%), cognitive 

impairment (11.8%), and hearing loss (4.6%). An additional 

18.2% only mentioned disability in general. Some reviews 

mentioned more than one specific type of disability, so 

percentages sum to more than 100%. Nineteen (5.5%) of 

the reviews mentioned that the disability was only short-

term, such as a user recovering from an injury or surgery. 

In terms of age, we looked for mentions of older adults or 

children, and found that 46 reviews (13.3%) mentioned a 

user who was 60+ years old or used age-specific keywords 

(e.g., elderly, old, older), while 16 reviews mentioned that 

the user was a child (4.6%). While only 145 reviews 

explicitly mentioned whether the user with a disability lived 

alone or with others, the vast majority of these mentions 

were of households with multiple members (138 reviews; 

95.2%); the remaining seven mentioned living alone. A 

small number of reviews (4.0%) mentioned use in a nursing 

home, rehab center, hospital, or assisted living center. 

Users tended to receive the device as a gift rather than 

buying it themselves. Of the 202 reviews that mentioned 

how the device was obtained, 79.2% involved a gift 

(N=160). Examining this data by user age revealed that 

older adults were disproportionately represented: 22.5% of 

gift recipients were older adults, although older adult users 

were only mentioned in 13.3% of all reviews.  

User Interface and Interaction  

In terms of overall tone, most reviews were positive 

(85.6%). Some reviews (N=23; 6.7%) referred to the device 

as a companion, using terms such as “new best friend”, 

“bff”, and “someone to talk to”. Eight reviews even 

mentioned that the device had become an integral part of 

the user’s life. For example, R94 stated: “This has to be the 

best gift I have gotten in years. I'm so used to it being here 

that I would be lost without it.” In contrast, only 11.9% of 

the reviews were negative, while 2.6% were coded as 

neutral. Here, we discuss more specific positive and 

negative comments about the user interface and interaction.  

Ease of use was commonly brought up as a positive, arising 

in 23.4% of reviews. The voice-based interaction, which 

allowed for control from a distance and without the need for 

visual output was valued. For example: 

“I can’t begin to tell you what a difference the echo has 

made to my disabled veteran husband. After his stroke, his 

mobility and speech were effected. Giving him a whisper 

of a voice. He can now ask Alexa to play any song of his 

choosing without having to getup.” (R21) 

Many reviews (N=46; 13.3%) also positively compared the 

IPA to a smartphone, computer, or other device. People 

with visual impairments (29 of 46 reviews), in particular, 

described how the IPA allowed them to perform a variety of 

tasks that had previously required multiple technologies 

(e.g., computers, radios, audio book readers). For example:  

“Audible books, alarms, conversions, calculator functions- 

It does a lot of things that I would have previously had to 

get other specialized products to achieve.” (R281) 

Several reviews (9.2%) mentioned that the device provides 

easy access to digital technology as compared to other 

computing devices. Most of these reviews included users 

with visual impairments (21 of 32) and/or older adults (14 

of 32). For example, from R470: 

“I’ve purchased him [elderly father with poor vision] a 

computer and tablet in the past and the steps to use it were 

too difficult for him to remember. However, he has no 

problem using Echo because Amazon has made it easy and 

more natural to interact with.” (R470) 

However, 19.1% of reviews mentioned limitations, 

criticisms, or suggestions. Nineteen reviews (5.5%) 

mentioned that a desired feature was missing, such as voice 

calls and messaging, emergency calls, alternative input via 

a remote, or braille to make the case more accessible. (Note 

that subsequent releases of the devices have addressed some 

of these concerns.) Another criticism was that the device 



offered limited use, which was mentioned in 4.0% of 

reviews and is a criticism that has been aimed at 

smartphone-based IPAs as well [24]. For example, R405 

said, “…echo still is not very smart. About 80% of my 

questions i ask it did not know.” Other less common 

criticisms mentioned in at least five reviews included 

having to pair the device with a phone, need for wifi, lack 

of portability, issues with the audio sensing, and issues with 

specific apps. Finally, a few reviews (2.9%) mentioned that 

cost was a challenge. Even when the base cost of the device 

is relatively cheap, additional skills or subscriptions (e.g., 

Amazon Prime, Audible) are often needed.  

Specific Uses of IPAs 

Over half of the reviews (66.2%) mentioned specific tasks 

for which the device was used. The most common tasks 

demonstrated a mix of entertainment and utility—listening 

to music, looking up information, checking the weather, 

playing audio books, and home automation. See Table 3. 

Because control over home automation is a primary 

marketing component of IPAs, we further examined these 

mentions. Table 4 shows that most of the 52 reviews 

mentioning home automation included a reference to lights, 

and other smart home devices were much less common 

(Table 4). The majority of reviews with home automation 

included users with motor impairments (71.2%; 37 of the 

52 reviews). Approximately a third (28.8%; 15 of 52) 

mentioned an improvement in independence and just over 

half (53.8%; 28 of 52%) mentioned ease of using the voice 

for control. For example, R213 discussed how home 

automation saved effort and could be used to communicate 

with others in the home: 

“If I want to turn lights on or off after I go to bed, I just 

tell the Dot to do that. More complex instructions can be 

routed through the Alexa Channel on IFTTT, including 

flashing lights to signal my son to go to bed or turning off 

all of the lights that were accidentally left on. I can turn 

off my air conditioner in my bedroom in the middle of the 

night with the lights out by saying, "Alexa, turn off 

bedroom air." The not having to get up after I've gone to 

bed thing makes a difference in my exhaustion level. 

Independence 

Increased independence emerged as a theme, mentioned in 

14.2% of reviews (N=49), all but five of which included 

users with visual and/or motor impairments. For example, 

R8, who is quadriplegic, mentioned: 

“It allows me to help my husband just a little bit, not 

something that I have been able to do for a while. It gives 

you just a little bit of independence, and that is huge for 

folks who don’t have any.” (R8)  

An important source of independence was the ability to 

control smart home appliances such as lights or thermostats, 

especially for users with mobility impairments. For 

example, R345, who has ALS, stated: 

“I am so thrilled with my new Amazon Echo (aka Alexa) 

and the freedom it has given me. I use the word freedom 

over independence because a person does feel somewhat 

caged when you have an active mind in an inactive body. 

You also feel guilt from fear of over burdening your 

caregivers. Alexa has alleviated much of this problem for 

me....” (R345) 

For people with visual impairments, a common theme was 

the ability to use the device for a range of small tasks 

without having to depend on someone else for help (48.9% 

of the 49 reviews), such as listening to music, checking the 

weather, asking for the time or date, reading books, or 

listening to the news. For example, R472 said: 

“My wife who is legally blind and has disabilities due to a 

stroke […] used to have to depend upon others to assist 

her with time, weather, making lists, taking care of her 

calendar, and many other daily chores. Thanks to Alexa 

she is in control of all of these as well as enjoying music 

again.” (R472) 

Finally, the impacts of independence extended to alleviating 

the burden on caregivers, reflecting past work on the utility 

of some new technologies for caregivers (e.g., [23,36]). A 

few reviews (3.2%) mentioned that the device had reduced 

some caregiver demands, such as reading books, playing 

music, controlling the home environment, or answering 

simple questions. For example, R350 said that instead of 

frequently having to repeat the time, daily agenda, and so 

on: “Alexa has been phenomanal with taking some of the 

pressure off of me. She can answer the time ALL DAY 

LONG, and never get annoyed, lol.” 

Safety 

Sixteen reviews (4.6%) mentioned that the device had 

improved safety, 12 of which included people with motor 

impairments. Several of these reviews (N=7) commented 

on an app that sends an emergency alert to a contact. R289 

also described using home automation to send messages:  

“This was a gift for our son who has ALS. It has been very 

helpful to him in turning lights on and off where he can't 

access them and has even brought needed assistance by 

blinking lights in another room to get someone's attention 

when help was needed.” (R289) 

Activities performed (%) Activities performed (%) 

Listening to music 34.7 Listening to jokes 7.5 

Looking up information 18.5 Setting a timer 6.7 

Checking the weather 17.5 Managing a shopping list 6.1 

Playing audio books 15.6 Managing a calendar 5.2 

Home automation 15.0 Playing games 5.2 

Listening to news 10.1 Third-party skills (e.g., Uber) 4.1 

Asking time or date 9.5 Managing a to-do list  3.8 

Playing the radio 8.4 Online shopping  3.5 

Setting an alarm 7.5 Other (e.g., calls, spelling) 13.7 

Table 3. Percent of the 346 reviews in Study 1 that mentioned a 

specific task.  

Home automation (%) Home automation (%) 

Lights 82.7 Television 7.7 

Smart outlets 21.2 Security system 5.8 

Thermostats 19.2 Door locks 5.8 

Switches 7.7 Other (e.g., fan, sprinkler) 15.4 

Table 4. Specific types of home automation mentioned, as a 

percent of the 52 reviews containing home automation.  



Accessibility Challenges   

Accessibility challenges arose, primarily related to speech 

interaction, the device ecosystem, and memory demands. 

Sixty-four reviews mentioned speech recognition accuracy, 

most of which (59.4%) were positive mentions. However, 

speech input can be particularly problematic for people with 

speech impairments. There were 31 reviews that included a 

user with a speech impairment and comments about speech 

recognition. Perhaps surprisingly, many of these comments 

were positive (23/31; 74.2%). For example, R144 stated, 

“Most humans can not understand me, but Alexia can,” 

while R318 wrote, “Ordinarily voice programs can’t 

understand what I am saying due to my speech impairment, 

but Alexa responds to my commands without fail.” Another 

review (R126) mentioned using their AAC device to give 

commands to Amazon Echo, a behavior identified in [22].  

Still, 10 users with speech impairments also or solely 

mentioned difficulties with speech recognition, such as the 

need to enunciate clearly and speak loudly. Another issue 

that arose for users more broadly, beyond those with speech 

impairments, was the device timing out before the speaker 

could complete their command (an issue noted for users 

with Alzheimer’s disease [33]). Speech output challenges 

also arose in a few reviews. Three users with hearing loss 

experienced difficulty in understanding the output and 

could benefit by additional speech settings and paired 

earphones. R154 said, for example: “…just a bit too much 

bass for speech (I'm a hard of hearing with typical treble 

roll-off)... wish there was a music & speech tone setting.” 

A second accessibility challenge arose from the paired 

smartphone app, which is required for device setup, 

troubleshooting, and detailed help. Six users with visual 

impairments mentioned accessibility issues with the app, 

which highlights the need to ensure that the entire device 

ecosystem—not just the voice interaction—is accessible. 

Memory demands of the voice-based interaction were also 

an issue. Some reviews (4.9%) mentioned difficulties in 

remembering voice commands, which could be particularly 

problematic for older adults or users with cognitive 

impairments. For example, R81 mentioned that an older 

user who had difficulty remembering how to wake the 

device (with the word “Alexa”), while R200 said of his 86-

year-old father with limited vision: “Unfortunately, he’s not 

making full use of it’s potential because he can’t quite 

remember exactly the words needed to [use] some of the 

skills that are available.” At the same time, the ease of the 

conversational interface offered benefits for some users 

with memory issues. R91, for example, mentioned a user 

with dementia who sometimes forgets how to dial a phone, 

but can use a voice command to call his partner with Alexa. 

Unexpected Uses 

Along with the conventional uses of the device in Table 3, 

some unexpected use cases arose, including for speech 

therapy, learning support, and as a memory aid. These use 

cases offer insight into potentially rich avenues of research. 

In terms of speech therapy, seven reviews (2.0%) described 

how the device had helped users with speech impairments 

to talk slowly, clearly, and loudly. The conversational 

nature of the device was also seen as helpful. For example: 

“Our oldest daughter has a pretty challenging speech 

impediment and using Alexa has forced her to slow down 

and enunciate clearly. Not only is Alexa learning how to 

understand my daughter, my daughter is also slowing 

down and learning to communicate with Alexa. The huge 

benefit is she is now slowing down to communicate more 

clearly with us. This is something her speech therapists 

have been working on with her for years. Alexa has gotten 

these results from her in a few months.” (R185) 

R329 described how the device was used to measure speech 

improvement for the reviewer’s brother with autism: “He'll 

speak to Alexa, ask her questions about the weather, and if 

Alexa responds, my parents know his speech is improving.” 

Use of the device to support learning also arose. The voice-

based, conversational interaction allowed some users with 

print disabilities to access information. Specifically, of the 

five reviews (1.4%) that mentioned a user with dyslexia, 

four reported that the device was useful for reading audio 

books or asking questions. For example, R68 said: 

“My daughter is dyslexic and struggles with reading, but 

we load audio books on to our Amazon music account and 

Alexa plays the books while she is playing, resting, falling 

asleep. She asks her questions about everything under the 

sun, and Alexa never tires of answering them.” (R68) 

A third unexpected use case was as a memory aid for users 

who had memory difficulties (mentioned as an issue for 19 

of the 41 users with a cognitive impairment). Features like 

setting reminders, timers, managing a calendar, to-do lists, 

and shopping lists, and asking for the time, date and 

weather were seen as most helpful. For example, R190 said: 

“I live alone, and was recently diagnosed with a disease 

that leaves me confused on details and the passage of time. 

It has been a godsend to be able to ask Alexa the day, 

date, time, or weather, set wake-up alarms or reminder 

alarms (for example, turn off the oven in an hour, or take 

my medicine), add to my to-do list or shopping list, etc.”  

Finally, the applicability of the device to a medical setting 

and for short-term disabilities such as injury or recovery 

after surgery arose (5.5% of reviews). In some cases, the 

device was seen as useful for maintaining medication 

timing (N=5). Nineteen reviews mentioned short-term 

disabilities and reported benefits similar to those expressed 

by users with long-term disabilities, such as being able to 

listen to music or jokes, or query information by voice. For 

example, R422, who was recovering at home from surgery, 

said the device, “Takes away my anxiety of being alone 

while my husband is at work.”  

Summary  

Users with a broad range of disabilities are making use of 

voice-based intelligent personal assistants in the home. 

Reviews were overwhelmingly positive, mentioning 



impacts such as ease of use compared to existing devices 

and the ability to more independently complete everyday 

tasks—due both to internet-connected apps as well as smart 

home appliances. Despite being highly accessible, 

challenges still arose, particularly for people with speech 

impairments and for users with hearing loss. Accessibility 

of the larger device ecosystem (e.g., physical device design, 

smartphone app, smart home appliances) needs to also be 

considered. Unexpected use cases of speech therapy, 

learning support, and memory support point to potentially 

fruitful avenues of future work. A limitation of this study, 

however, is that, while the online reviews provided a large 

sample size, the data itself is sparse and does not allow for 

an in-depth understanding of individual users’ experiences. 

As such, we turn to an interview method in Study 2. 

STUDY 2: INTERVIEW STUDY  

To complement the breadth offered by Study 1, we 

conducted a second, in-depth study to examine use by one 

specific subset of users: 16 blind and visually impaired 

users Amazon Echo or Google home users.  

Method 

Participants 

We recruited 16 participants (11 female, 5 male) with visual 

impairments who owned an Amazon Echo, Echo Dot, 

Amazon Tap, or Google Home device; three participants 

also reported having a mobility impairment. Details are 

shown in Table 5. Fifteen participants owned a smartphone. 

Participants were recruited from across the United States 

through Facebook groups specific to Amazon Echo, Echo 

Dot and Google Home, participant lists maintained by our 

research team, and snowball sampling. Participants were 

each compensated with a $15 Amazon gift card. 

Procedure 

We conducted semi-structured interviews over Skype or 

Google Hangout, or via a regular phone call. Conducting 

remote interviews provided us the flexibility of reaching a 

larger number of participants than would have been 

possible locally. Interviews were designed to last one hour, 

but ranged from 33–85 minutes long. Interview questions 

covered the following categories: background and 

demographics, number of devices owned, when/how device 

was acquired, device usage (frequency, activities), 

motivation for buying the device, comparison of 

expectations beforehand to actual experience, benefits and 

concerns/challenges/limitations of using the device, speech 

recognition experience, current use of and desire for home 

automation, user interface preferences, and suggestions for 

improvement. All interviews were audio recorded. 

Analysis 

Interviews were transcribed and qualitatively coded using a 

thematic coding approach that included both inductive and 

deductive codes [7]. Two researchers worked together to 

prepare an initial codebook, with one member reading all 

transcripts and discussing with a second team member to 

add, merge and delete codes. The first researcher applied 

this initial codebook to two randomly selected interview 

transcripts, which were reviewed by the second researcher. 

The two researchers refined the codebook, and in doing so 

added one new code (Device Setup). For validation of the 

refined codebook, we then followed a peer debriefing 

method [5]. Here, the first researcher and a third researcher 

independently coded one interview transcript and discussed 

disagreements. There were 15 disagreements out of 186 

codes applied, which were resolved through consensus; one 

code definition (General positive) was refined and one sub-

code removed. The final codebook, which the first 

researcher then used on all transcripts, contained 20 

primary codes, 13 of which had sub-codes. 

Findings 

As shown in Table 5, most participants (13/16) owned 

multiple Amazon Echo and/or Google Home devices, 

placing them most often in a living room or bedroom.  

Overall Usage Patterns and Perceived Utility 

All participants found the device to be useful, with five 

participants mentioning that it had become an integral part 

ID Age Gender 
House-

hold Size 
Self-reported Vision Level and 

Mobility Aid If Applicable 
Devices Owned (Count) Device Location 

First 
Acquired? 

Home 
Automation 

1 42 M 4 Blind (some usable vision) Echo (4), Home (1) Living room, bedroom, office 2.5 years None 

2 35 F 1 Blind one eye, “little” vision in other Echo (2), Dot (1) Living room, bedroom 2 years None 

3 54 F 3 Blind (total blindness), uses wheelchair Dot (2) Living room, bedroom 9 months None 

4 44 M 3 Blind (total blindness) Dot (2) Living room, bedroom 9 months None 

5 62 F 1 Blind (total blindness) Echo (1), Dot (1) Living room, bedroom 1 year None 

6 48 M 1 Blind (total blindness) Dot (2) Living room, bedroom 10 months None 

7 34 F 4 Blind Echo (2) Living room / kitchen, family room,  2 years TV 

8 61 F 1 Blind (total blindness) Echo (1), Dot (1) Living room, bedroom 1.5 years Lights, stereo  

9 49 M 1 Blind (total blindness) Echo (1), Dot (1) Living room, bedroom 2 years None 

10 57 F 3 Low vision, no peripheral vision, uses 
walker, cane or wheelchair 

Echo (4), Home (1) Bedrooms, kitchen, office 7 months Lights, thermostat, 
switches 

11 65 F 1 Blind (no useful vision) Echo (2) Living room, bedroom 1 month None 

12 57 F 1 Blind (some vision) Dot (1) Dining room 7 months None 

13 54 F 3 Blind (some vision) Echo (2), Dot (1), Home (1) Living room, bedroom, office, basement 2.5 years Lights 

14 62 F 1 Blind (some vision) Echo (1) Living room 7 months None 

15 62 F 2 Blind (light perception) Echo (1), Dot (2) Living room, bedroom, kitchen 2 years None 

16 42 M 1 Blind (total blindness) Echo (1) Living room 1 year None 

Table 5. Demographic and device details of the 16 participants in Study 2. (Note: P3 and P4 were husband and wife.) 



of their lives—reflecting some of the reviews in Study 1. 

For example, P10 said, “I cannot imagine life without them 

[Amazon Echo and Google Home],” while P13 said, 

“Initially, I heard about it and I thought, ‘Who’d ever buy 

that?’ Honestly, I thought, ‘Oh, what a waste of money.’ 

And then now it’s just become such an integral part of our 

lives.” Most participants (N=14) used the device multiple 

times a day, while two used it once every few days.  

Participants made use of and valued a range of features. 

The most commonly reported uses were playing music 

(N=15) and checking the weather (N=14). Less frequent but 

still popular tasks included setting timers (N=12), listening 

to news (N=12), playing games (N=9), online shopping 

(N=9), looking up information (N=9), checking the time or 

date (N=8), reading books (N=7), setting an alarm (N=7), 

playing the radio (N=6), and calling people (N=5).  

Initial Purchase and Change in Use Over Time 

Most participants (N=13) had purchased the device 

themselves, while the others had been given it as a gift. The 

most common reasons for acquiring the device were 

expected ease of use of the voice interaction (N=8) and 

expected utility (N=6). For example, P1 touched on themes 

of utility and independence: 

“It was the fact that I could do things that sighted people 

can do, you know, people with vision. It allowed me to do 

things very easily and not have to use a separate app for 

each thing I want to do.” (P1) 

Uniquely, P12, who had low vision and primarily interacted 

visually with computers, reported buying the Echo Dot as a 

more attractive entry into voice and audio-based interaction 

than she had experienced with screen readers: 

“I do have JAWS and things like that, the screen reader, 

but for right now it's not pleasing to my ear to be hearing 

that. […] But I do wanna take control of this [vision loss], 

so I'm hoping that starting out with Amazon Dot will 

motivate me to get this other audio help in my life.” (P12) 

All but three participants reported being familiar with at 

least the device’s basic capabilities before acquiring it. 

When asked about their initial use and whether use had 

changed over time, only two participants reported that their 

use had dropped off with time, due to frustration with the 

smartphone app or novelty wearing off. Overall, though, 

these trends demonstrate persistent utility for most people.  

Strengths and Benefits  

Three main benefits that arose were efficiency, impacts on 

independence, and an ability to replace a range of other 

technologies. Toward the theme of efficiency, seven 

participants mentioned that the device had enabled them to 

perform tasks faster than before, such as online shopping, 

checking the weather, listening to news, playing music, and 

setting timers. For example, P11 said that compared to 

using a traditional browser, Alexa is “able to accomplish 

[making a purchase] in seconds versus a few minutes.” 

Four participants also referred to the IPAs as enabling them 

to multitask in new ways. P15, for example, felt that the 

voice interface was easier than using a smartphone to set a 

timer while cooking because it was hands-free: “I think as a 

blind person, you tend to get your hands messier than 

perhaps some sighted people do.” 

Another main benefit was to improve on a disparate set of 

existing technologies (mentioned by N=10 participants). 

Positive comparisons were made against smartphones, 

computers, tablets, talking clocks, talking calculators, 

braille timers, and e-book readers. P13 said,  

“I mean you have to buy adaptive games and they're so 

prohibitively expensive. And the books... Right now, we 

don't have to buy machines, for the most part, that are 

separate. […] between the phones for portable usage and 

the Echo for home, we can read virtually all our books 

anywhere.” (P13) 

Finally, the theme of independence was mentioned by four 

participants—that is, enabling tasks that had previously 

required assistance from others. Tasks mentioned included 

being able to shop, play games, and control the home 

environment. For example, P5 said that she could order 

online without having to ask her brother for help, while P10 

described needing less help from her husband: 

“It used to be there were nights I went to bed with the light 

on until my husband got home from work because I 

couldn't turn it off. [It also] saves me having to get up and 

turn on my CPAP [sleep apnea machine].” (P10) 

Accessibility Challenges and Device Limitations 

Accessibility challenges arose primarily due to the device’s 

ecosystem, that is, elements of the system beyond voice-

based interaction. As found in Study 1, half of the 

participants mentioned problems with the paired 

smartphone app. Ten participants also reported that device 

setup was difficult, either on initial purchase or whenever 

the device got disconnected from the internet. Finally, the 

physical design caused issues for two participants. P12, 

who had low vision, had trouble reading the physical 

controls due to poor color contrast between the symbol and 

button, while P2 could not see the orange indicator light 

that comes on with the Echo during setup (note: recent 

releases also provide audio feedback to address this issue). 

Two other limitations point to the need for richer voice 

interaction: the difficulty of discovering unknown features, 

and the limited features of Echo’s voice-based apps 

compared to smartphone apps. P16, for example, compared 

the implementations of Alexa (Echo) apps for ride sharing 

(e.g., Uber, Lyft) to comparable smartphone apps, 

concluding that the voice-based apps were lacking. For 

discoverability, eight participants either reported difficulty 

in learning about the existence of features or mentioned that 

they desired a particular feature that already existed—

demonstrating the problem itself. As an example, P14 said: 

“There are so many skills [Alexa apps] available that I 

know I'm missing out on some things that I would probably 

like to do, but don't even know that's possible.” (P14) 



Input Modalities 

The primary input modality preference was voice, but many 

people (N=9) also wanted other means such as a remote, 

smartphone, smartwatch, in-air gestures, or direct touch for 

controlling the device. Alternative options could deal with 

noisy environments, not wanting to disturb other people, or 

wanting to control the device from a distance. For example, 

P15 mentioned that it could be easier at times to use their 

watch as a manual remote control than to yell across the 

room, since “I will almost always have the watch on.” 

Current and Desired Smart Home Use 

Although only four participants had connected smart home 

appliances to their IPA, all participants wanted their house 

to be automated. As shown in Table 5, current smart home 

appliances included lights, thermostat, TV, and switches. 

For the 12 participants who did not own smart appliances, 

the most common reasons were policies at their current 

residence (e.g., a rental unit) (N=5) and cost (N=4).  

The most common desired smart appliances, when posed to 

all 16 participants, were thermostats (N=14) and lights 

(N=10). Less common requests included the oven, 

dishwasher, security system, stove, garage door, washer, 

dryer, vacuum cleaner, TV, fans, blinds, and refrigerator. 

For example, P16 felt that voice control would be more 

accessible than his current thermostat, while P15 mentioned 

the general need for an accessible alternative to flat touch 

controls on appliances, “which are very difficult as a blind 

person”.  P4 also said: “I often forget to either turn lights 

on so that people know we're home or turn them off, 

because I don't need them.”  

Some participants’ experience points to the need for a wider 

range of appliances to be smart-enabled. P10, in particular, 

had a mobility impairment and used a smart switch for her 

CPAP (sleep apnea machine) and had wanted to do so for 

her oxygen compressor as well. But, she said:  

“But unfortunately, compressors are, if the electricity dies, 

it sets off an alarm so the smart switches won't work for 

something like that. If I turn off my oxygen using it, it just 

sets off an alarm.” (P10) 

When asked to envision an ideal smart home without 

having to take into account current capabilities, almost 

everyone wanted all appliances to be automated (N=14). 

Two participants wanted a personal assistant like Amazon 

Echo or Google Home to make emergency broadcasts and 

calls, connect with scales and fitness trackers, and pay bills. 

One participant also wanted to monitor her pets remotely by 

audio, as a more accessible alternative to a “pet cam” (P11). 

Security and Privacy 

Although security has been called out as an important issue 

for IPAs [43], only four participants raised security 

concerns, such as cloud-based services being hacked. For 

privacy concerns, participants were evenly split. Half 

believed that their conversations were not sensitive enough 

to cause any harm to them, with one participant even 

mentioning that the ‘always on’ feature can be positive:  

 “I guess the biggest thing was when there was the murder 

case which they wanted to subpoena the Echo. And I 

realized, gee, if somebody's killing me, the smartest thing 

to do would say, "Alexa, so and so had just stabbed me." 

Because she would actually record it and the police would 

be able to get that later on.” (P10) 

Of the eight participants who were concerned, however, the 

two main issues were the device always listening and 

recording (N=6), and personal information being collected 

(N=6). Concerns affected device usage for five participants, 

for example, not using calendars, doing financial 

transactions or online shopping, or using applications that 

asked for location details. To avoid conversations being 

recorded, P16 turned off the microphone during sensitive 

discussions, while P1 unplugged it. Although not as 

common, a few people mentioned privacy concerns related 

to being overheard by other people in the home, or other 

people controlling their device (e.g., for shopping, banking, 

for which reason security codes were used). 

Summary  

This study confirmed many of the findings from Study 1, 

emphasizing that IPAs have replaced many disparate 

devices, and improved efficiency and independence for a 

variety of tasks. Particularly important for blind and 

visually impaired users, issues related to the device 

ecosystem arose, along with a desire for more feature-rich 

voice-enabled applications. Although smart home appliance 

adoption is currently low, participants expressed 

enthusiasm about smart home appliances and their potential 

to address accessibility issues in the physical world. 

DISCUSSION 

Our studies demonstrate the immense potential of voice-

controlled IPAs to provide inclusive, accessible interaction 

for people with a range of disabilities. At the same time, 

this formative research highlights directions for future work 

and accessibility issues that should be addressed, such as 

the limited control over speech output settings for users 

with hearing loss (Study 1), issues with paired smartphone 

apps (in Studies 1 and 2), and visual accessibility problems 

with the physical device design (Study 2). Here, we discuss 

generalizability of the findings and some of the more 

promising opportunities we identified for future work. 

Subpopulations of users. Study 1 captured use by users with 

a broad range of disabilities, but some subpopulations were 

disproportionately represented. Almost two thirds of the 

reviews included a user with a visual or motor impairment, 

which means that our findings may be more likely to apply 

to these two groups. Study 2 findings are specific to users 

with visual impairments, although addressing the issues that 

arose there could be more widely beneficial. 

Perhaps most unexpectedly, Study 1 included adoption by 

users with speech impairments and hearing loss—two 

subpopulations for whom voice-based IPAs are not 

obviously accessible. This finding may be partly due to 

sampling bias: users with more severe impairments may not 



have thought to try the device and thus to write a review. 

Still, most reviews in Study 1 that included users with 

speech impairments were positive, showing that 

conversational interaction even supplemented speech 

therapy for some users. While more formal computerized 

speech therapy is an active area of research (e.g., [30]), it 

will also be important to study the utility of emerging 

conversational interfaces for these goals. 

Mobile vs. home-based IPAs. Home-based IPAs offer 

different affordances than smartphone IPAs (e.g., Siri), and, 

at least at the time of study, offered greater functionality. 

The largely positive findings from our studies contrast work 

with smartphone-based IPAs, where participants without 

disabilities considered the IPA to be “entertaining / 

gimmicky” [24]. This difference may reflect the differences 

of home-based devices compared to a purely mobile, 

smartphone option and/or the preferences of users with 

disabilities. Further work should explore these possibilities. 

Discoverability. Discoverability of commands is a long-

standing problem with voice interaction [41]. This issue 

arose in Study 2, where some users with visual impairments 

found it difficult to discover apps and advanced commands. 

Adaptive and contextualized learning may enhance 

learnability and discoverability in voice interfaces [12,19], 

and has been recently used for voice-based interaction for 

users with motor impairments [12]. Typically, however, the 

voice input is paired with visual output. Improving 

discoverability for purely non-visual interaction will likely 

offer benefits not only for blind users but also for others. 

Rich voice-only app design. A related issue found in Study 

2 is the limited nature of many voice-based apps compared 

to mobile or desktop counterparts. While sighted users may 

not mind switching to a visual interface for in-depth tasks 

(indeed, Amazon recently released an IPA with a visual 

display), understanding how to better support rich 

interaction through a voice-only interface is important for 

accessibility, particularly for users with visual impairments. 

While existing auditory interface interaction techniques 

should prove useful (e.g., Spearcons [39]), new advances 

are needed to support complex information access. 

Smart home adoption and perception. Smart home 

appliance adoption is occurring, with 15% of reviews and 

25% of interview participants mentioning at least one smart 

home appliance. In terms of barriers to adoption, Brush et 

al. [8] have identified cost, inflexibility, management 

overhead, and security. Our visually impaired participants 

in Study 2 also cited cost, but mentioned policies in housing 

units, and, for some, worries about the accessibility of 

purchase and setup; security and privacy were not top 

concerns. Of course, other subpopulations of users with 

disabilities may have different concerns. Many of the smart 

home appliances desired by participants already exist, 

although there were still new opportunities (e.g., the oxygen 

compressor). It will be important to revisit adoption rates in 

a few years to assess how adoption is changing. 

Memory support. Users with memory loss in Study 1 

sometimes encountered difficulties in remembering 

commands. Adaptive interaction may address this problem, 

for example, by learning a user’s usage patterns to 

efficiently prompt actions. At the same time, we observed 

broad use of the IPAs for aiding memory: setting reminders, 

tracking calendars, and other memory-related tasks. As 

such, IPAs may be a promising platform for extending 

existing work on memory support (e.g., prompting systems 

[11]) and to explore new possibilities for more explicitly 

supporting independent living for users with memory loss. 

Limitations of the Study Method 

For Study 1, we used verified reviews because they are 

more credible than otherwise [1], but there is still the 

possibility that some reviews were misleading (e.g., ads for 

third-party features). Second, the dataset is likely biased 

toward users who are early adopters, have the resources to 

purchase an IPA, and are largely able to use the device. 

Third, the third-person perspective reviews (two thirds of 

our dataset), may not be as accurate as first-person reviews 

in reflecting the experience of users with disabilities. 

Finally, the reviews only include what review authors chose 

to mention, which means that frequency counts in Study 1 

should be considered a minimum. Study 2 addresses this 

lattermost problem, but only focuses on one user group 

(users with visual impairments), and participants may have 

been relatively tech-savvy and socially connected since 

they were recruited through Facebook. Future work requires 

similar in-depth studies on IPA usage by other user groups.  

CONCLUSION 

With the increasing adoption of voice-controlled 

conversational interfaces and home-based IPAs, including 

people with disabilities in the design of these technologies 

is critical. To understand current use, we analyzed 346 

Amazon Echo reviews that mentioned a user with a 

disability and interviewed 16 blind and visually impaired 

participants who owned a home-based IPA. The first study 

showed that users with a range of disabilities are using the 

Amazon Echo, including for unexpected cases such as 

speech therapy and support for caregivers. Study 2 provided 

a more in-depth analysis of one specific group—users who 

are blind or visually impaired—with findings reflecting the 

first study as well as emphasizing the efficiency of the 

devices for a variety of tasks, difficulties with discovering 

new functionality, and the desire for richer voice-only 

applications. However, accessibility challenges related to 

speech input and output still exist (Study 1), along with 

issues with the device ecosystem (both studies). As 

exploratory research, these findings should inform future 

work on accessible voice-based IPAs. 
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